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D E A R  R E A D E R ,



Welcome to this landmark 20th anniversary edition of the Capco 
Institute Journal of Financial Transformation. 

Launched in 2001, the Journal has followed and supported 
the transformative journey of the � nancial services industry 
over the � rst 20 years of this millennium – years that have 
seen signi� cant and progressive shifts in the global economy, 
ecosystem, consumer behavior and society as a whole. 

True to its mission of advancing the � eld of applied � nance, 
the Journal has featured papers from over 25 Nobel Laureates 
and over 500 senior � nancial executives, regulators and 
distinguished academics, providing insight and thought 
leadership around a wealth of topics affecting � nancial 
services organizations.  

I am hugely proud to celebrate this 20th anniversary with the 
53rd edition of this Journal, focused on ‘Operational Resilience’. 

There has never been a more relevant time to focus on the 
theme of resilience which has become an organizational and 
regulatory priority. No organization has been left untouched 
by the events of the past couple of years including the global 
pandemic. We have seen that operational resilience needs 
to consider issues far beyond traditional business continuity 
planning and disaster recovery. 

Also, the increasing pace of digitalization, the complexity and 
interconnectedness of the � nancial services industry, and the 
sophistication of cybercrime have made operational disruption 
more likely and the potential consequences more severe.

The papers in this edition highlight the importance of this topic 
and include lessons from the military, as well as technology 
perspectives. As ever, you can expect the highest caliber of 
research and practical guidance from our distinguished 
contributors. I hope that these contributions will catalyze your 
own thinking around how to build the resilience needed to 
operate in these challenging and disruptive times.  

Thank you to all our contributors, in this edition and over 
the past 20 years, and thank you, our readership, for your 
continued support!

 

Lance Levy, Capco CEO
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This article illustrates what decisions are, how they are made, 
how they are affected by external pressure, and how decision-
makers arrive at sound decisions, albeit under pressure.

2. WHAT ARE DECISIONS (AND WHAT 
DISTINGUISHES THEM FROM JUDGMENTS)?

Although the terms “decision” and “judgment” mean similar 
things and are sometimes used interchangeably, historical 
analysis of their use shows that there are some differences 
regarding both concepts. Let us start with a simple distinction. 
Decisions are choices. A decision-maker is someone who has 
to select one of several options in order to get the “best” of the 
options. Judgments, however, are not necessarily concerned 
with choices but are integrations of different cues (or pieces 
of information) that consolidate the understanding of a 
situation. The following example illustrates the differences and 
the similarities between decisions and judgments. Suppose 
a clinical psychologist wants to apply the most appropriate 
treatment to a client. To reach this goal, the psychologist has 
to judge the client, that is, to examine the client’s problems, 
clinical symptoms, personal context, history of diseases, etc. 
The information obtained by questioning and testing the client 
will determine the psychologist’s judgment. This judgment is 
called the diagnosis, which forms the basis for introducing a 
treatment plan. Yet, it may not always be accurate because 
some cues obtained from the client may also be indicative 

ABSTRACT
Making decisions is critical to the success of any business or � eld, however, the right decision is often hard to reach and 
decision-makers frequently do not behave as normative models on decision-making prescribe. Deviations from predictions 
based on normative decision-making models often occur when decision-makers are under some form of pressure, be 
it information overload, limited time, or uncertainty. This article illustrates what decisions are, how they are made, how 
decision-makers arrive at sound decisions when under pressure, and how they are affected by external pressure. 

DECISION-MAKING UNDER PRESSURE 
(A BEHAVIORAL SCIENCE PERSPECTIVE)

1. INTRODUCTION

Decisions arise from the need to solve a problem or the need 
for change. Gathering the right amount of information and input 
from stakeholders is essential for making informed decisions. 
Rational decision-making is regarded as a primary function of 
management. Decisions, therefore, play an important role as 
they determine both organizational and managerial activities. 

The decision-making process involves determining a goal, 
collecting relevant and necessary information, and weighing 
the alternatives in order to make an appropriate decision. The 
concept sounds simple, but many people overlook some of the 
critical stages and risks that occur when making decisions. 
Wherever possible, it is important to make the best decisions 
under the circumstances.

Circumstances might not always be easy because decisions 
must often be made under conditions that are stressful. 
Managers and other professional decision-makers frequently 
identify time pressure as a major constraint on their behavior.

Despite the intention to make rational decisions, the executives 
who make them are impacted by stress just like everyone 
else and are equally prone to making inappropriate decisions 
when under pressure. Moreover, the types of decisions 
that executives must make are particularly vulnerable to the 
effects of stress because they frequently involve complex and 
dif� cult issues.
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of a different diagnosis. Based on the information collected 
though, the psychologist nonetheless has to choose the most 
credible option of all. 

The example shows that judgment and decision-making are 
close to one another but different. Researchers from various 
disciplines have treated both as completely different concepts 
for decades and consequently developed different theories 
to explain how judgments and decisions are generated by 
humans. Early psychological research on judgment was 
primarily focused on how humans integrate different cues into 
a single judgment. This research was in� uenced by Brunswik 
(1952), who posited that judgment is similar to perception. 
Like perception, a judgment is derived from ambiguous 
cues presented in a given situation, and the person judging 
has to infer a single estimate based on them. In contrast 
to perceptual approaches to judgment, early research on 
decisions has been driven by economics, where the concept of 
expected utility emerged [e.g., von Neumann and Morgenstern 
(1944)]. This means that choices can be modeled as always 
favoring the alternative with the highest expected utility. With 
the aim of maximizing utility, decision-making has an aura of 
being rational. 

2.1 How are decisions made?

Mathematicians were among the � rst researchers interested 
in human decision-making. Bernoulli, a Swiss mathematician 
and physicist, provided the basis for the so-called “expected 
utility theory” (EUT) in the 18th century, which was later 
developed by von Neumann and Morgenstern (1944). 
Expected utility theory has been used to explain various 
phenomena, such as insurance purchases or the relation 
between spending and saving. It serves as a normative theory, 
according to which optimal decisions can be reached. It has 
the following core assumptions: (1) every option has a value 
independent of the value of other options, (2) the value of an 
option is calculated by using all available information, and (3) 
in order to calculate the value of an option, low values on one 
attribute can be compensated for by high values on another 
attribute. For example, if an individual chooses between 
different smartphones varying on a number of attributes 
(price, storage size, color, etc.), they would consider each 
smartphone independently, (2) use all the available attributes, 
and (3) calculate the sum of the values for each attribute.

The early economic view on decision-making rests on the 
assumption that decisions ought to be rational. They are 
rational if they lead to actions that are well adapted to their 
goals. That is, if a decision results in an action that allows 
for reaching a prespeci� ed goal, then the decision is rational. 

According to this view, an individual chooses from a collection 
of options one that has maximum utility. However, the criteria of 
utility are often vague and often measured by monetary pro� t 
[Simon (1993)]. Moreover, even if we assume that human 
beings are able to use the criterion of utility to make a rational 
decision, it is unclear where the alternatives of choice come 
from and whether the collection of options actually represents 
the complexity of the world. Are human beings really capable 
of seeing all the possible solutions to a given problem? This is 
where psychology comes into play. 

In fact, there is ample evidence that individuals do not 
generally behave according to the expected utility theory 
or other normative decision models. People rarely evaluate 
options separately but rather relative to other options. Their 
preferences will, therefore, vary when presented with different 
alternative options. Imagine an electronics store that has a 
one-day clearance sale and is offering two electronic devices 
well below the list price [Sha� r et al. (1993)]. Suppose that you 
have to choose between three options: (1) buying a popular 
medium-priced electronic device, (2) buying an electronic 
device that is qualitatively better but more expensive, or (3) 
waiting to learn more about both devices on sale. In this 
scenario, most people prefer the waiting option because 
they just do not know which device they are better off with. 
When, however, the choice is only between the cheaper device 
and waiting to learn more about the other devices (i.e., the 
more expensive device is not on sale), most people prefer the 
cheaper device because there is no alternative device on offer, 
and it seems wise not to delay the purchase. Furthermore, 
people do not search exhaustively for information before 
making a decision. On the contrary, they employ a limited 
search, sometimes terminating their search even after 
having considered only one attribute [Bröder (2000)]. Finally, 
decision-makers frequently do not add up all attributes’ 
values. Instead, decisions are made on dominate salient 
attributes. For example, Gilbride and Allenby (2004) found that 
when participants chose between cameras varying on seven 
different attributes, the majority of participants based their 
decision on only one attribute (e.g., price).

3. PRESSURE LETS DECISIONS DEVIATE 
FROM OUTCOMES PREDICTED BY 
NORMATIVE MODELS

Deviations from predictions of normative decision-making 
models like expected utility theory often occur when decision-
makers are under some form of pressure. Compared to 
low-pressured individuals, pressured decision-makers often 
have impaired performances [Ahituv et al. (1998)], make 
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more cognitive errors [Baradell and Klein (1993)], use more 
stereotypes [Gilbert and Hixon (1991)], demonstrate a greater 
tendency to ignore situational contexts [Endsley (1995)], and 
revert to familiar responses based on prior experiences, even 
if they are inadequate [Kaemph et al. (1996)].

3.1 Types of pressure in decision-making

Types of pressure in decision-making are speci� c and 
inherent to the decision environment and, unlike job stressors, 
they do not last beyond the task at hand. Psychologists 
have developed theories that might account for effects of 
pressure on decisions. For example, the “cognitive resource 
theory” [Fiedler and Garcia (1987)] explains how pressure 
can negatively impact cognitive processing and decision 
quality. Harmful effects of pressure on decision quality occur 
as cognitive resources are diverted to managing stress, such 
that information processing will be distorted [Vecchio (1990)]. 
Another psychological theory is the “decision con� ict theory” 
[Janis and Mann (1977)]. It suggests that decision-makers 
cope with stress by becoming hyper-vigilant in their search 
for information. In this emotional state, they may frantically 
search for a solution, fail to consider all alternatives, process 
information in a disorganized manner, and rapidly shift 
between possible solutions.

So, what makes decision-making stressful? In the literature, 
some factors have repeatedly and consistently been shown 
to be experienced as pressure for decisions-makers, namely 
information overload, time pressure, and uncertainty.

3.1.1 INFORMATION OVERLOAD

Whereas it seems reasonable to assume that decision-
makers should process as much information as possible, 
the “theory of bounded rationality” [Simon (1957)] postulates 
that humans only have limited capacity to process complex 
problems and information. Up to a certain point, decision-
making performance is positively correlated with the amount 
of information available to the decision-maker. Beyond that, 
the information processing requirements of a task exceed 
the information-processing capacities, resulting in a state 
of information overload [Bright et al. (2015)]. The load of 
information in decision-making has often been de� ned as the 
number of information cues available to the decision-maker. In 
addition, information load may increase with task complexity.

Since decision-makers have limited cognitive processing 
capacity, information overload is likely to impair decision 
quality [Chewning and Harrell (1990)] and an increase in 
time is likely required to make a decision [Cohen (1980)]. 

Time appears critical to the concept of information overload. 
With suf� cient time, decision-makers potentially process all 
the available information. Consequently, information overload 
often occurs when the time required to meet the processing 
requirements exceeds the amount of time available. 

3.1.2 TIME PRESSURE

In many real-life situations, shortage of time or the existence of 
an external deadline is a natural characteristic of the decision 
environment. Time pressure occurs when the environment 
sets a time limit to complete a task that results in feelings 
of stress and coping with the constraint [Ordonez and 
Benson (1997)]. 

Time pressure is common in many settings, particularly 
in � elds where important and complex decisions must be 
made (e.g., aviation, medical, public administration, chemical 
and nuclear plant control rooms in cases of crises, etc.). In 
high-tempo event-driven environments, individuals may 
have neither the time nor the cognitive resources required to 
examine and evaluate multiple options [Maule (1997)].

Staw et al. (1981) posited that decision-makers under time 
pressure have a tendency to show more rigid behavior, 
described as the failure to alter and adapt behavior to a new 
situation. Less information is processed because there is 
a narrowing of the � eld of attention and a simpli� cation of 
information processing. This manifests itself as a tendency 
toward dominant, well-learned, and habitual behavior, 
regardless of the circumstances of a speci� c situation.

Imposing a deadline is the common way of generating time 
pressure. This usually results in people asking, “How much 
time is left?”, suggesting that attention be divided between 
the passage of time and the decision process. Thus, some 
researchers [e.g., Zakay (1993)] propose that when decision-
makers are aware of the time limit within which they must 
reach a decision, they automatically divide their attention 
between executing two simultaneous cognitive tasks: decision-
making and time estimation. The more resources are allocated 
to the time estimation process, the fewer resources are left to 
the decision process. Correspondingly, information processing 
ef� ciency and response caution in decision-making correlate 
with timing ability. This suggests that good timers might also 
be ef� cient in processing the relevant information to reach 
decisions under temporal constraints.

The presence of deadlines may induce a number of different 
emotional states [Maule et al. (2000)]. A positive state may 
occur when individuals estimate that they can reach task goals 
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by adapting their cognitive strategy, whereas a negative state 
likely occurs when they think that they cannot, particularly if the 
decision is critical. Temporal pressure may also be perceived 
positively, like in games and sports where the challenge of 
acting within a limited time period is what makes the activity 
enjoyable [Freedman and Edwards (1988)].

However, a decision that takes longer to make is not necessarily 
better. Eisenhardt (1989) found that quick decisions made by 
top management teams were of higher quality than those that 
took longer. In her study, fast decisions took between 1.5 and 
4 months and longer ones lasted between 12 and 18 months. 
The fast decisions re� ected more frequent meetings within the 
company, more real-time information being available, more 
experienced advisors, and more integration in dealing with 
disagreements and con� icts.

Time pressure may enhance effort and lead to faster 
processing of information [Maule et al. (2000)]. Moreover, the 
application of simpli� ed and even more effective strategies 
might be encouraged because people do not have the time to 
� nish slow analytical decision-making [Harreveld et al. (2007)].

3.1.3 UNCERTAINTY

Decisions can be differentiated by their relative degree of 
uncertainty because some decision situations offer more 
information about the expected outcomes than others. 
According to Weber and Johnson (2009), each decision can 
be placed on a continuum going from being uncertain to risky 
to certain. In an uncertain decision, the outcomes and their 
corresponding probabilities are unknown (like future outcomes 
of a stock). With a risky decision, the possible outcomes and 
their probabilities are known (like with tossing a coin). In 
certain decisions, all possible outcomes are known and their 
occurrence is deterministic (like in a mathematical equation). 

Generally, it can be said that decision-makers attempt to avoid 
taking risks. Individuals usually do not opt for the highest 
value but for the safest one. In other words, people are risk 
aversive. If possible, a sure gain is preferred over a gamble 
[Tversky (1975)].

In economics, risk aversion and a high degree of uncertainty of 
decision outcomes have been shown to correlate with a lower 
level of investment decisions [Sauner-Leroy (2004)]. Risk-
averse decisions are supposed to overweigh the probability 
of losses resulting from choices with unpredictable outcomes 
[Schneider and Lopez (1986)]. Moreover, the likelihood 

to engage in risky decisions depends on the degree of 
uncertainty of outcome predictability [Ellsberg (1961)] and the 
framing of a decision as a potential gain or loss [Buckert et al. 
(2014), Kahneman and Tversky (1984)]. 

4. DECISION-MAKERS ARE SATISFICERS 
RATHER THAN OPTIMIZERS

Research has demonstrated that humans do not always make 
strategic, well thought out decisions. Instead, they have been 
shown to make decisions based on heuristics and other “non-
rational” or intuitive tendencies [Gigerenzer and Todd (1999)]. 
Non-rationality in decision-making is captured by the concept 
of bounded rationality, a term invented by Nobel Prize winner 
Herbert Simon. He observed that under the constraints and 
pressure of much of everyday life, people are incapable of 
making decisions according to normative decision models.

Two ideas are the centerpiece of Simon’s original 
conceptualization of bounded rationality [Simon (1979)]. The 
� rst is “satis� cing”. Simon observed that humans do not 
optimize but instead tend to select the � rst decision option 
that exceeds a speci� ed aspiration level, without considering 
all possible options. He questioned the idea that generating 
all possible alternatives is even possible, since limits on 
human calculation capacity prohibit always � nding the best 
alternative. The second idea is the notion that what is or is not 
rational is not only a characteristic of the decision-maker but 
also depends on the environment. There may be environments 
where mere guessing is a rational decision strategy (for 
instance, in a casino), whereas in other environments 
guessing would very likely result in faulty decisions (like in 
mate selection).

According to the theory on human bounded rationality, it 
appears useful or even necessary for decision-makers to use 
simpli� ed decision-making heuristics in order to deal with 
complex and uncertain environments. 

4.1 How do people deal with pressure when 
making decisions?

The three aforementioned kinds of pressure in decision-
making – information overload, uncertainty, and limited 
time – make replacement of complex decision strategies by 
applying decision heuristics even more relevant. When the 
amount or complexity of information available to a decision-
maker exceeds their cognitive capacity, less effortful decision 
strategies might be favorable. When time is limited, such that 
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the decision-making process takes more time than available, 
less time-consuming decision strategies might be required. 
When a decision has to be made in an uncertain environment, 
decision quality potentially improves if strategies are applied 
that cope with uncertainty.

Heuristic strategies are structurally simple and reliable 
when optimization algorithms lose feasibility. Examples of 
optimization strategies are regression analyses and cluster 
analyses. With regression analyses, an outcome is predicted by 
the additive combination of predictor variables, each of which 
is given a certain value or weight. The weights are derived 
from an algorithm that minimizes the squared differences 
between predicted and actual outcomes. Cluster analyses put 
things or people together according to prespeci� ed attributes 
and maximum similarity. 

Let us consider the following example. Suppose that a 
company wants to predict whether a customer will use their 
service. This is a typical regression problem, which can be 
solved by determining variables (predictors) that are supposed 
to correlate with the usage of the service. If age, gender, and 
whether or not customers have used the service before are 
the variables, a simple regression equation would relate the 
probability of using or not using the service to the weighted 
sum of the predictors. Now suppose that the company 
wants to decide which services should be recommended to 
which people. This is a decision problem that can be solved 
by clustering. There are complex algorithms to help identify 
customers that are similar to others on the basis of various 
characteristics. Groups of people are identi� ed based upon 
their similarities. 

In contrast to these complex math-intensive algorithms, 
heuristics are more like a rule of thumb and people use them 
either consciously or unconsciously. When unconsciously 
used, decisions are often taken from people’s gut feelings or 
intuition [Gigerenzer (2007)].

Popular (and well researched) heuristics are “tallying” and 
“take-the-best” [Todd and Gigerenzer (2000)]. A decision 
is reached with tallying by counting the number of cues 
favoring one alternative over another. For example, when a 
teacher wants to decide whether a student should repeat 
a school year or pass to the next grade, they would merely 
count the cues that favor passing and those that favor being 
left back (e.g., grades, learning motivation, social behavior, 
willingness to cooperate, etc.). The option with the highest 
number gets selected. Take-the-best, however, implies that 
cues are rank-ordered according to their predictive validity 

in determining the criterion (grades are most predictive for 
school success). The take-the-best heuristic means that a 
sequential search is conducted through the cues, beginning 
with the most predictive one. The option then taken is that 
favored by the highest ranked cue. To illustrate, when grades 
are most predictive (followed by learning motivation and social 
behavior) they are most crucial, so high grades result in a 
decision for promotion and low grades lead to grade retention. 
No other cue would be considered. However, if grades are not 
decisive (i.e., not favoring either option), the second-highest 
ranked cue is considered, resulting in either a decision for 
promotion (in case of high motivation) or retention (in case 
of low motivation). If the second-highest ranked cue does not 
permit a decision, the next cue is considered, and so forth.

Heuristics have been described as ef� cient cognitive 
processes that ignore part of the information, using a minimum 
of time, knowledge, and computation to make decisions 
in real environments [Todd and Gigerenzer (2000)]. This 
characterization of heuristics differs from earlier accounts that 
see heuristics as imperfect approximations of rational decision 
procedures [Tversky and Kahneman (1974)]. Research has 
shown that the opposite is true. Heuristic strategies are often 
more effective and lead to more accurate decisions than 
optimization algorithms, such as the recognition heuristic. 

In an experiment conducted by Goldstein and Gigerenzer 
(2002), German and American students were presented with 
pairs of U.S. cities and asked to make a decision about which 
city is larger. When presented with Detroit and Milwaukee, 
90 percent of the German students chose the correct answer 
(Detroit) while only 60 percent of the Americans answered 
correctly. Goldstein and Gigerenzer (2002) attributed the 
higher accuracy of German students to their use of the 
recognition heuristic, according to which a choice is made 
by what is most recognized. Because most of the German 
students had never heard of Milwaukee, they chose Detroit 
as opposed to the American students who could not use the 
heuristic effectively since they knew both cities. 

This experiment demonstrates that a good heuristic can 
be superior to a complex decision strategy. The recognition 
strategy works if there is a correlation between the recognition 
of an option and the judgment criteria, which in this example is 
between the level of familiarity and the size of a city. 

Heuristics especially work well if there is uncertainty in the 
environment. Rational decision theories require perfect 
knowledge about relevant cues and their probabilities. But the 
real world is different. Relevant information is often unknown or 
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has to be estimated from small samples, so that the conditions 
for rational decision theories are rarely met. Simple heuristics 
are actually even more accurate than statistical methods that 
use the same or more information. In an early study, Dawes 
and Corrigan (1974) showed that simple linear regression 
models with equal weights predicted outcomes with the same, 
and sometimes even more, precision than complex regression 
models with optimized weights. 

The take-the-best heuristic is another example of heuristics 
that is feasibly superior to regression models. Although 
complex algorithms can mimic outcomes of the take-the-
best heuristic and are, therefore, able to � t existing data, they 
are inferior to this heuristic when unknown data has to be 
predicted. The take-the-best heuristic can be depicted as 
a simple decision tree (also called a fast-and-frugal 
decision tree). 

Klapproth and Schaltz (2013) developed a fast-and-frugal 
decision tree consisting of maximal three attributes. Students 
at risk of school failure were more often correctly identi� ed 
when simple take-the-best decision trees were used, 
compared to when regression models with 10 predictor 
variables were applied. Notably, even a decision tree with only 
one (!) attribute outperformed the regression model. Figure 
1 illustrates the decision tree used by Klapproth and Schaltz 
(2013), whereby three attributes predict whether a student will 
fail or succeed in school.

4.2 The difference between “clinical” 
and “mechanical” decision-making

In decision-making, it is important to not only use the correct 
information but also to combine information in an optimal way. 
There are two ways of combining data to reach a decision: 
“clinical” versus “mechanical” [Grove and Meehl (1996), 
Meehl (1954)]. The so-called clinical method (sometimes 
called the holistic method) relies on informal contemplation. 
When applying the clinical method, decision-makers put 
data together using informal subjective methods. Some 
clinical decisions are based on “gut feelings”, but they are 
not restricted to them. Decision-makers can often explain 
the reason for their decisions, but in clinical decision-making 
the reasons are “in the mind”. Consequently, because the 
decision-making process is not transparent to others and, 
therefore, not reproducible, there are usually large differences 
in how decisions are reached by different decision-makers. 

In contrast, the mechanical method (sometimes called the 
statistical or actuarial method) involves formal, algorithmic, 
and objective procedures (e.g., rules, decision trees, 
equations) for making a decision. It is well speci� ed and does 
not differ between decision-makers; hence it is perfectly 
reproducible and could even be performed by machines 
(computers, robots). The difference between clinical and 
mechanical decisions is predominantly about the combination 
of information. If the combination of information is based on 
a speci� ed rule, the decision-making is mechanical. If the 
combination of information is based on intuition or personal 
experience, the occurring decision-making is clinical.
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Figure 1: A take-the-best decision tree for the identi� cation of students at risk of school failure

Adapted from Klapproth and Schaltz (2013)
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Two examples should illustrate the difference between both 
methods. In an early study by Yu et al. (1979), medical 
decisions on whether patients should be covered by therapy or 
not were made by both human physicians (specialized in that 
discipline) and a computer program. The same information 
input was presented to both. Independent evaluators rated the 
diagnostic decisions of both the computer and the physicians. 
The result was that while 65 percent of the computer decisions 
were rated as acceptable, only 56 percent of those made by 
physicians were rated acceptable. 

Another example is the judgment of a newborn. If a doctor 
judges the physical state of a newborn by intuition and 
experience, it is a clinical judgment. On the contrary, if the 
doctor applies the Apgar score, in which a newborn gets a 
score on � ve dimensions (heart rate, respiration, re� ex, muscle 
tone, and color), it would be a mechanical decision rule.

There are robust empirical research � ndings on the subject 
of making decisions that show that it is better to combine 
information according to a decision rule than to combine 
data intuitively [Kuncel et al. (2013)]. Additionally, the average 
superiority of mechanical over clinical decisions has been 
exhibited in a number of different � elds, such as medicine, 
education, psychology, and � nance. The reason for the 
advantage of mechanical procedures lies in human proneness 
to making errors. Typical errors committed in decision-making 
are due to the ignorance of base rates, the assignment of 
nonoptimal weights to cues, and the failure to properly assess 
covariation between variables. 

Even educational decisions bene� t from the mechanical 
method. In a study conducted by Klapproth (2015), teachers’ 
tracking decisions (i.e., decisions according to which students 
are assigned to different tracks in secondary education) were 
compared with mechanical models. These models were akin 
to teachers’ decisions in that they were based on the same 
information teachers are supposed to use when making 
tracking decisions. It was found that the assignments of 
students to the different tracks made either by teachers or by 
the models allowed for the homogenization of the students’ 
achievements for both test scores and school marks. However, 

model simulations of tracking decisions were more effective in 
the homogenization of achievements than were the teachers’ 
tracking decisions. The reason why algorithms produced 
more homogeneous groups was assumed to be due to 
the higher consistency of model decisions compared to 
teacher decisions.

Meijer et al. (2020) recently suggested a simple procedure 
according to which mechanical decisions could be applied 
to diverse contexts. They distinguished four steps to reach a 
mechanical decision: (1) speci� cation of criteria, (2) selection 
of predictors, (3) collection of information, and (4) the 
combination of information according to a rule. The application 
of this procedure should make mechanical decision-making 
more accessible. 

5. CONCLUSION

What can we conclude from the above considerations 
about decision-making under pressure? First and foremost, 
decision-makers need to accept that correct decisions 
are hard to reach. Second, pressure on decision-making is 
ubiquitous. There is almost always some sort of pressure of 
a certain amount in the environment that might affect the 
way information is processed and how decisions are made. 
In most business situations, knowledge is much less than 
perfect and uncertainty dominates the scene. Managers and 
other stakeholders frequently have to reach decisions quickly. 
Information provided to decision-makers is often either scarce 
or multifaceted. Considerations about how to cope with 
dif� culties in decision-making lead to the third conclusion: 
keep it simple! A multitude of research has shown that the 
quality of decisions improves when decision-makers abstain 
from using complex and sophisticated algorithms. Instead, 
they are better off when they apply short heuristics, which 
are often superior to normative decision models because they 
are quicker, need less cognitive effort, and cope better with 
uncertainty. The fourth and � nal conclusion is: do not trust 
your gut feelings since they are often wrong and can lead to 
false decisions. Enrich your intuition by bolstering it with a 
formal procedure, such that you allow a � xed rule to process 
the relevant information.
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