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As the � nancial services industry continues to embrace 
transformation, advanced arti� cial intelligence models are 
already being utilized to drive superior customer experience, 
provide high-speed data analysis that generates meaningful 
insights, and to improve ef� ciency and cost-effectiveness.  

Generative AI has made a signi� cant early impact on the 
� nancial sector, and there is much more to come. The highly 
regulated nature of our industry, and the importance of data 
management mean that the huge potential of AI must be 
harnessed effectively – and safely. Solutions will need to 
address existing pain points – from knowledge management 
to software development and regulatory compliance – while 
also ensuring institutions can experiment and learn from GenAI. 

This edition of the Capco Journal of Financial Transformation 
examines practical applications of AI across our industry, 
including banking and � ntechs, asset management, investment 
advice, credit rating, software development and � nancial 
ecosystems. Contributions to this edition come from engineers, 
researchers, scientists, and business executives working at the 
leading edge of AI, as well as the subject matter experts here 
at Capco, who are developing innovative AI-powered solutions 
for our clients. 

To realize the full bene� ts of arti� cial intelligence, business 
leaders need to have a robust AI governance model in place, 
that meets the needs of their organizations while mitigating the 
risks of new technology to trust, accuracy, fairness, inclusivity, 
and intellectual property. A new generation of software 
developers who place AI at the heart of their approach is also 
emerging. Both GenAI governance and these ‘Developers 3.0’ 
are examined in this edition. 

This year Capco is celebrating its 25th anniversary, and our 
mission remains as clear today as a quarter century ago: to 
simplify complexity for our clients, leveraging disruptive thinking 
to deliver lasting change for our clients and their customers. 
By showcasing the very best industry expertise, independent 
thinking and strategic insight, our Journal is our commitment to 
bold transformation and looking beyond the status quo. I hope 
you � nd the latest edition to be timely and informative. 

Thank you to all our contributors and readers. 
 

Lance Levy, Capco CEO
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Warnings that “AI-based agents could achieve their individual 
goals beyond any human control” are not new – from D. 
F. Jones’ 1966 science � ction novel “Colossus” to the 
“Terminator”. However, it should be noted that all computer 
codes written by humans are – at least until today – fully 
deterministic and merely executing pre-de� ned “if – then – 
else” statements. Any contemporary AI is only “able to � t a 
function to a collection of historical data points” [Pearl and 
Mackenzie (2018)], which might be highly complicated math 
but is nothing more than zeros and ones on a Turing engine.

This is not to say we should be complacent. As Shevlane 
et al. (2023) state: “As AI progress has advanced, general-
purpose AI systems have tended to display new and hard-
to-forecast capabilities ... Future systems may display even 
more dangerous emergent capabilities, such as the ability to 
conduct offensive cyber operations, manipulate people through 
conversation, or provide actionable instructions on conducting 

ABSTRACT
Since the launch of the generative arti� cial intelligence tool ChatGPT end of 2022, there has been an incredible public 
awareness. Doomers predicted an end to humanity, while more reasonable assessments discussed the impact on 
traditional industries and on the workforce. In a nutshell, generative arti� cial intelligence is nothing more than statistical 
estimation and continuation of an input sequence based on a text corpus of the past. To evaluate the actual impact of 
generative arti� cial intelligence (AI) and large language models (LLM), this paper uses the case of asset management as a 
benchmark. These statistical estimators can produce a “next best token” based on an “internet average”, i.e., tremendous 
text corpora gathered from internet sources, but which cannot understand, predict anything new, or create something 
innovative. Consequently, generative AI/LMMs can augment staff to perform “on average”, or help internet users obtain 
an “average answer” to their questions about � nancial management. While this can (and probably will) change the future 
landscape of � nancial advice and the way consumers access information, generative AIs/LMMs are far from any type 
of “superintelligence”. The potential of misuse by human actors, however, remains the biggest danger and has to be 
monitored closely.

GENERATIVE ARTIFICIAL INTELLIGENCE 
ASSESSED FOR ASSET MANAGEMENT1

1. INTRODUCTION: SHOULD WE FEAR 
GENERATIVE ARTIFICIAL INTELLIGENCE?

Generative arti� cial intelligence (AI) is a topic of much debate. 
Between March and May 2023, three open letters [Clarkson 
Law Firm (2023)] have been published about the existential 
risk to humanity posed by generative AIs. Bengio et al. (2023) 
ask: “Should we risk loss of control of our civilization?” Altman 
et al. (2023) state that “superintelligence will be more powerful 
than other technologies humanity has had to contend with in 
the past. … Given the possibility of existential risk, we can’t 
just be reactive. Nuclear energy is a commonly used historical 
example.” And Hinton et al. (2023) suggest that “mitigating 
the risk of extinction from AI should be a global priority 
alongside other societal-scale risks such as pandemics and 
nuclear war.”

1  The status of the development of AI and generative AI analyzed in this article is as of August 2023. The fi nancial products mentioned are not meant as 
fi nancial advice but as illustrative examples only.
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The sequences can be any series of tokens: from words in a 
text (depending on the language potentially with pre-suf� xes 
as additional tokens) or computer code to mathematical 
calculations2 or the sequence of moves of a robotic arm. 
The most typical implementation of generative AI is “text-to-
text”3 and, consequently the term “large language model” 
(LMM) is used synonymously. Current systems like OpenAI’s 
GPT-4, Meta AI’s LLAMA 2, or Google AI’s PaLM2, incorporate 
hundreds of billion parameters, are “trained” with trillions 
of tokens, and include so-called “multimodal” inputs4 with 
dedicated text about computer codes, mathematical tables, 
or text-based games [OpenAI (2023), Touvron et al. (2023b), 
Ghahramani (2023), Amazon (2023)].

Despite the additional “� ne-tuning” with mathematical 
calculations, Choi (2023) suggests that GPT-4 is not able to 
“solve” a simple multiplication when prompted to multiply 
999 by 876. Although LLMs show improved capabilities when 
scaled to some hundred billion parameters and trillions of 
tokens, pure LLMs remain statistical estimators of the “next 
best token”. They can be complemented in a hybrid way 
with rule-based systems, where one could attach a “pocket 
calculator” to do the math correctly, but there are practical 
limitations to few add-ons.

acts of terrorism.” It is possible that chatbots like OpenAI’s 
ChatGPT, Google’s Bard [Krawczyk and Subramanya (2023)], 
Meta’s LLAMA 2-Chat [Touvron et al. (2023b)], Anthropic’s 
Claude 2 [Anthropic (2023)], or Aleph Alpha’s (2023) Lumi/
Luminous could be misused for disinformation.

Despite such risks, few can deny the potential bene� ts 
that generative AI could unleash. In this article, we intend 
to look at how, and whether, it can impact the asset 
management industry.

2. GENERATIVE AI IN A NUTSHELL

A schematical description of generative AI as a tool for 
the continuation of sequences of tokens with statistical 
probabilities is given in Figure 1. This description avoids the 
mathematical details but illustrates the basics: generative 
AI estimates a “next best token” based on the ex-ante � tted 
statistical probabilities of a tremendous number of existing 
sequences as inputs for “training” of internal parameters 
(called “learning” in the mathematical sense of the so-called 
“statistical learners”) [Shalev-Shwartz and Ben-David (2014)].

ORGANIZATIONAL  |  GENERATIVE ARTIFICIAL INTELLIGENCE ASSESSED FOR ASSET MANAGEMENT

2 Like ‘13’ ‘+’ ‘16’ ‘=’ ?; with each object ‘x’ being a token but without any mathematical understanding or any difference between a variable or a number.
3  For simplicity, more complicated approaches for text-to-image/visual/video generation from text prompts (e.g., OpenAI’s DALL-E), image processing (e.g., 

Adobe’s Firefl y) will not be covered in this article.
4 A recent research paper by Microsoft Research [Bubeck et al. (2023)] claims to see “Sparks of artifi cial general intelligence’ in GPT-4.”

Figure 1: Generative AI as a system for continuation of sequences of tokens with statistical probabilities

The system represents statistical correlations between tokens in the corpus used for “training”, but no “imprint” of the structure of the world. Two results for different 
settings of control parameters are shown, which illustrate that the system does not represent any “meaning”.

Transformers (GPT) or generative AI: 
statistical estimation for sequences of tokens with a “next best token”

During the day, all my cats were [X]. → X =

Sequence: T4577   T5     T426   T48   Tx91  T388   T27 
[Tx

]
as internal representation of (numeric) tokens 
without any “imprint” of the structure of the world.

sleeping  0.50
eating  0.30
playing  0.15
...
gaming    0.001 
...
gambling 0.0001
…

1. During the day, all my cats were sleeping.

2. During the day, all my cats were gambling.

1. Result: most probable continuation
2.  Result: based on parameters “Temperature” and “Top_Priority” for a “probabilistic” 

selection with a high range of tokens included (Top_P=high) and a random choice (T=high)

X i→k X k+1→k+x
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During the ex-ante step of parametrization (“training” or 
“learning”), the input data will be used to � t a high-dimensional 
probability distribution to all sequences of tokens. Only for 
some systems [e.g., LLAMA-1; Touvron et al. (2023a)] the 
sources – like archives from web crawlers, Wikipedia, GitHub, 
books, etc. – are known, but not for GPT-4/ChatGPT or LLAMA 
2/LLAMA 2-Chat. LLMs are statistical representations of the 
input text corpus,5 hence contains all of the errors, biases, 
and disinformation of the input. After a model is “trained”, 
it is a static implementation – without any “self-learning”, 
“adaptation”, or “in-context-learning”.6

At run-time, the user can “prompt” the model with a new 
sequence (e.g., a sentence with a missing word or an 
equivalent question asking for this word), which should be 
completed with the “next best token” (i.e., the missing word 
or answer). In Figure 1, the sequence to be completed is: 
“During the day, all my cats were [x]”, where [x] denotes the 
missing token. Internally, the model does not process words, 
but representations of tokens such as T4577 T5 T426, T48 Tx91 
T388 T27 [Tx]. In this simpli� ed description, the model would 
contain a list of words (or tokens) with statistical probabilities 
to � t in the [x]: sleeping, eating, playing and so on. The output 
could either be a result with the most probable continuation 
or dependent on the control parameters “Temperature” and 
“Top_Priority” for a selection with a high range of tokens 
included (Top_P=high) and a random choice (T=high). Such a 
choice by the provider7 of the model generates more “creative” 
results for repeated “prompts”, but could end up with “During 
the day, all my cats were gambling” – making the result similar 
to Lewis Carroll’s “Alice’s Adventures in Wonderland”. It is 
essential to understand that LLMs are based on probabilities, 
and sometimes on errors if included in the input dataset, and 
that the same prompt could generate different answers, like in 
the cat-example above, depending on the setting of the control 
parameters (and also if the post-processing is “re-tuned” by 
the providers from time to time).

So-called chatbots like OpenAI’s ChatGPT, Google’s Bard, or 
Meta’s LLAMA 2-Chat are optimized front-ends for users’ 
interaction. It is quite impressive how much text can be 
generated with the rather simple concept of continuation of 
input sequences: from summaries of input text or text search 
to whole essays about a given subject. However, with trillions 
of “trained” parameters, LMMs are sophisticated statistical 
representations of the text corpus.

There are serious discussions about whether ChatGPT 
(currently less discussed for other generative AI tools) should 
be allowed in schools,8 colleges, and universities. Because the 
average user cannot modify the setting of control parameters 
– or even is not aware of these parameters – such tools reveal 
limitations. A student wants a problem in programming to be 
solved “correctly”, an essay written with accurate facts but 
some “personal” wording, and a poem created with “creativity”.

While different styles for – typically repetitive – homework can 
be achieved by so-called “prompt engineering” (adding more 
“direction” to the question with keywords such as “act as”9 
and/or trying some iterations of prompts), the basic capability 
is always a statistical LLM for a “next best token”, without any 
understanding of content and context.

Due to the nature of LLMs as “statistical estimators”, the 
parametrization follows the Central Limit Theorem, as the 
input consists of statistically independent sequences and the 
result is – simpli� ed – the mean probability10. Subsequently, 
all common errors, wide-spread disinformation, and shared 
nonsense obtain high probabilities to be included in the output. 
As long as LLMs represent text corpus from the internet, 
they follow the “Dr. House Theorem”: “It’s a basic truth of 
the human condition that everybody lies. The only variable is 
about what” [Dr. House (2005)]. Furthermore, LLMs cannot 
detect any “errors” internally, and corrections have to be made 
in dedicated post-processing steps (especially with so-called 
Reinforcement Learning from Human Feedback “RLHF”).

5  Grossmann et al. (2023) suggest that it might make sense to use LLMs in social science research instead of asking or testing real persons. Bai. et al. (2022) 
proposed a “fi ne-tuning” of LLMs according to the beliefs of human supervisors of social science studies.

6  The term “in-context learning” is a terminus technicus, which has nothing to do with true learning.
7  The public source code of Meta’s LLAMA 2-Chat provides direct access to Top_P and Temperature parameters via the dedicated API.
8  In the technical paper about GPT-4 (OpenAI, 2023), GPT-4 is benchmarked inter alia with so-called “AP exams” (Advanced Placement exams, in which 

students can earn college credit while still in high school). GPT-4 performs with high scores, in the above 80th percentile, especially for tests focused on 
writing summaries like in history or art.

9  Prompt engineering with “act as …” is sometimes referred as “commands” or as “creating personas”. An example could be: “Act as a fi nancial advisor with 
a focus on long-term investments ...” before prompting “Construct a balanced portfolio of ten securities for a risk-averse investor of age 40!” Nevertheless, 
these commands are not programming language commands, but improved prompts. Similar approaches are known as “chain of thought prompting”, 
especially when mathematical questions are parsed into elementary steps or simple algebra.

10  For situations with only a few, or even singular, references in the text corpus, the result will be a somewhat modifi ed retrieval of these original sources, or 
even plagiarism.

ORGANIZATIONAL  |  GENERATIVE ARTIFICIAL INTELLIGENCE ASSESSED FOR ASSET MANAGEMENT
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Current developments like Google AI’s PaLM2 [Ghahramani 
(2023)] have been extended with more content – especially 
more domain-speci� c input, such as multilingual samples (up 
to the ability to translate idioms or jokes), scienti� c papers, 
mathematical expressions, or pre-training on publicly available 
source code in programming languages from Python and 
JavaScript to Prolog and Fortran. With these implicit “rules”, 
such as lists of mathematical calculations, formulas, or 
programming templates, such extended LLMs are crossing 
the frontier to former “expert systems” as part of symbolic-
logic approaches of AI of the 1950s to 1980s. Similar � ne-
tuning has been made to generate automated commentary 
with statistics and language of sports [IBM (2023)].

3. WORK PERFORMANCE AND 
AUGMENTATION OF LOW-SKILLED STAFF

With asset management as a litmus test, generative 
AI-chatbots were accessed with the prompt: “Construct a 
balanced portfolio of ten securities for a risk-averse investor 
of age 40”. Such prompts are sometimes described as 
“zero-shot prompting”,11 as no additional “help” was given 
to ChatGPT, Bard, and Llama 2-Chatbot. For speci� c tasks, it 
can be necessary to provide more “direction” in the prompt, 
such as a list with Q&A plus one open question to guide the 
generative AI towards the speci� c subject or to iterate prompts 
with supplementary information.12

The result shown in Table A1 in the Appendix is astonishing. 
Without any “understanding” of asset management, ChatGPT 
provides a result, which is convincing at � rst glance. One 
could discuss whether a simple portfolio of index funds and 
Exchange Traded Funds (ETFs) would be a “correct answer”, 
but it is not unrealistic at all. However, I made two basic 
checks. Firstly, I checked to see whether the funds and ETFs 
recommended actually exist. Secondly, given that ChatGPT is 
limited to input until 2021 – what would a Google-search for 
“best index funds” or “best ETFs” in June 2023 offer as result, 
if two references are selected rather randomly from the list of 
search results?

Google’s Bard – a combination of an LMM and a code-based 
system including direct access to online search – provides 
a similar portfolio of index funds and ETFs, but only those 
provided by a single company. In comparison, Meta’s Llama 
2-Chatbot (accessed via llama2.ai few days after the public 
release) is much more “restrained”, providing only a textbook-
like structure of a balanced portfolio, and explicitly referred to 
“consult with a � nancial advisor”.

The synopsis for ChatGPT and Bard is shown in Table A2 in the 
Appendix. We � nd that all the ETFs and index funds mentioned 
by ChatGPT exist. The result of the ChatGPT is similar to, 
and in some cases overlapping with, some rankings found 
via Google search (i.e., Forbes and Yahoo). While Bard also 
provides a number of overlapping results (with ChatGPT and 
with Forbes and Yahoo), it only offers Vanguard index funds 
and ETFs. It is hard to know why it only chooses this speci� c 
company. Meta’s Llama 2-Chatbot differs in many ways: it is 
an open-source software (accessed via an implementation at 
llama2.ai), the parameters “Temperature” and “Top_P” can be 
adjusted by the user (the default was used with T= 0.10 and 
Top_P = 0.90), and the results are rather textbook-like, while 
ignoring the requirement in the prompt to use “ten securities”. 
It would require more work to check for different settings 
of the control parameters, but the default setting provided 
a rather generic result without taking the risk of providing a 
speci� c answer.

The three examples (generated during June/July 2023) reveal 
that in the default setting the generative AI tools produce 
rather different results for the same prompt. Personally, I 
would rank the results provided by ChatGPT as being on par 
with an average � nance journalist. Bard, on the other hand, 
should be more up-to-date, though for some unknown reason 
shows a strange bias to one single provider. However, given 
that Bard is still in development this bias might be overcome 
in future versions. Nonetheless, these examples show that the 
tremendous text corpus13 derived from the internet used as 
input to ChatGPT contains much input on a speci� c subject 
matter, such as asset management, that enables “generative” 
text production based on statistical correlations only.

ORGANIZATIONAL  |  GENERATIVE ARTIFICIAL INTELLIGENCE ASSESSED FOR ASSET MANAGEMENT

11  The terminus technicus “zero-shut” is somehow misleading, as “zero-shot learning” is a special case for pattern recognition with deep learning, when the 
new event belongs to a class of events not “learned” (and, therefore, not classifi ed in the model) but can be interpolated between learned classes.

12  For example, such “in-context learning” has been applied to the “continuation” of a prompt in English with a mathematical problem plus few examples of 
“translation” into a formal code (in “Isabelle” language), for which the LLMs are trained inter alia with libraries with Isabelle code.

13  The idea that scaling AI models would improve quality is taken as an axiom. Nonetheless, Gigerenzer (2023) contests this approach and argues that smaller, 
more traditional and “explainable” AI models could have a much better trade-off, especially in situations with high complexity.
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While these statistical correlations within the text corpus 
are sometimes described as “emerging”,14 “dynamical”, 
“self-learned, or “adaptive”, a generative AI tool does not 
act “autonomously”.15 Currently, and with an average user 
as benchmark, ChatGPT (and to a lesser degree Bard or 
Llama 2-Chatbot) seems to “perform” similarly to many 
Robo-advisors,16 but, of course, lacks the possibility of order 
execution or saving plans. There is a danger, however, that 
users would perceive such a “conversational technology” as 
empathic and emotional,17 because it emulates the (statistical) 
features of human conversation. There is an additional danger 
that generative AI tools could be used maliciously to publish 
“deepfakes” or disinformation for the purpose of manipulation, 
misconduct, or fraud.

A recent online survey with ten thousand consumers in 
13 industrial states conducted by Capgemini (2023) revealed 
that 51% of those online-af� ne respondents answered yes to 
the question: “I am aware of the latest trends in the generative 
AI space and have also explored tools such as ChatGPT, 
DALL-E”. More than half of the respondents trust generative 
AI to “assist with � nancial planning”, and two-thirds said that 
they could “bene� t from receiving medical diagnoses and 
advice” from generative AI. While answers to online surveys 
might differ from actual behavior and only indicate a principal 
attitude, the rather positive acceptance of generative AI by 
online-savvy consumers indicates a signi� cant potential for 
future generative AI-based � nancial advice18,19. It has to be 
made clear, however, whether this advice is given by a human 
advisor or a machine.

Consequently, it is appreciated that the European Parliament 
(2023b) proposed amendments to the European Commission’s 
proposal on an Arti� cial Intelligence Act (AIA) with disclosure 
obligations for AI-generated content. Likewise, U.S. 
President Biden [White House (2023)] announced voluntary 
commitments by leading AI � rms to include watermarks on 
generative AI-generated content. It should be said that such 
disclosures do have their opponents as well [Altman et al. 
(2023), Worldcoin (2023)].

Brynjolfsson et al. (2023), who published a study on the 
impact of “generative AI assistants” on labor productivity, 
found that customer support/call center agents that were 
augmented by generative AI experienced a 14% productivity 
increase on average, as measured by issues resolved per 
hour, though there was some spread according to the skill 
level. It should be added that a number of issues can be 
handled automatically before a human agent is needed. First 
level solutions from interactive phone systems to rule-based 
text-chatbots can solve a number of customer issues, such 
as password requests and changes, changing of address, and 
account balance. But for the second level, when human agents 
are needed, the study is consistent with two other � ndings that 
AI can augment lower performance within a certain job pro� le.

Kanazawa et al. (2022), who studied the impact of AI on 
worker productivity in the context of taxi drivers, found that 
an AI “assistant” reduced the time spent on cruising by 
5.1% using the full sample, but with all the gains concentrated 
on low-skilled drivers, narrowing the productivity gap with 
high-skilled taxi drivers. And in a recent online experiment 
with preregistered college-educated professionals randomly 
exposed to ChatGPT, Noy and Zhang (2023) found that “the 
generative writing tool increased the output quality of low 
ability workers and reduced time spent on tasks for workers 
of all ability levels.”

There are already some implementations with a focus 
on augmentation. The German federal state of Baden-
Württemberg developed a text assistant “F13” for staff in 
public administration based on the Aleph Alpha’s Luminous 
generative AI [StM.BW (2023)]. This � rst adaption of generative 
AI for public administration provides basic functionalities 
such as summaries of text inputs, except for con� dential or 
personal data, generation of (short) notes from stored cabinet 
bills, and research in a knowledge base of information for 
public services. Given that Germany is predicted to have one 
million public administration vacancies by 2030, according 
to McKinsey, such basic text assistants can relieve staff 
from “mechanic” text writing, i.e., augmentation instead 
of substitution.

14  One example is the recent work of Webb et al. (2023) about “emergent analogical reasoning”, when generative AI is prompted to continue text-based 
sequences of numbers (aligned to so-called Raven’s Standard Progressive Matrices). Nonetheless, this is still a continuation of a given sequence based on 
the statistics of the text corpus used as input (with similar examples described on many websites).

15  Winograd and Flores (1986) published a seminal work about the fundamental differences between computer-based AI and human cognition.
16  Typically, Robo-advisors provide a proposed portfolio of ETFs and/or index funds matching the customer’s risk profi le, personal experiences with capital 

markets, and individual expectations.
17  This has to be separated from so-called “emotional AI”, which claims to recognize the “big fi ve” basic emotions with facial recognitions. The basic concept 

of a “facial action coding system” was developed by Ekman and Friesen (1978), which was based on many assumptions and ignored the fact that facial 
expressions are not independent from the socio-cultural background [Laajaj et al. (2019)].

18  However, CFPB (2023) raised concerns about the fact that “Poorly deployed chatbots can impede customers from resolving problems.”
19  It is beyond the scope of this paper to discuss the issue of “social synchronization” when it comes to investment decisions, but there are links to problems of 

“social trading” [BaFin (2023)].
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Concerning the quality of AI-based systems, Liu et al. (2019) 
compared “deep learning” (see Section 5) with healthcare 
professionals in detecting diseases from medical imaging. 
For medical tests20 to predict diseases, they found a pooled 
sensitivity of 87.0% for deep learning models and 86.4% for 
healthcare professionals, and a pooled speci� city of 92.5% for 
deep learning models and 90.5% for healthcare professionals. 
As deep learning for image recognition is based on the pooled 
“experience” of human professionals (i.e., datasets with 
images and diagnoses by humans as “labels”), it is plausible 
that it is emulating the quality of those professionals on 
average. However, detecting diseases from medical imaging 
is only one step in medical diagnosis and only one step of 
many for therapies. Deep learning tools can augment the 
diagnosis process, reduce the workload required to analyze 
the majority of images with “average” patterns, and can help 
healthcare staff to have more time for patients, but it cannot 
replace experts.

Concerning clinical applications of LLMs, Singhal et al. (2023) 
published results from an instruction-tuned variant of Google’s 
PaLM called Flan-PaLM2 and an own instruction prompt tuned 
model “Med-PaLM” that attempted to answer questions from 
a multiple-choice dataset “MultiMedQA”. The found that Flan-
PaLM achieves a 67.6% accuracy on MedQA (U.S. Medical 
Licensing Exam-style questions), with Med-PaLM doing even 
better, but both were inferior to clinicians. In other words: the 
tested � ne-tuned LMMs perform like students on multiple-
choice questions, but not like the professionals.

4. STATISTICAL ESTIMATORS 
AND EFFICIENT MARKETS

Are there any “hidden” capabilities in generative AI and LLM 
that could be implemented to augment asset management or 
� nd an investment portfolio strategy? Could there be a way to 
either forecast stock prices in some kind of advanced chart 
technology or to � nd exceptions of performance (or of risk) in 
large-scale data collections? This use case, of course, comes 
with the assumption of reproducibility, i.e., without any setting 
of ‘Temperature’ and ‘Top_P’ for results at random and stable 
� ne-tuning.

Generative AI/LLM neither work with market data nor real-time 
feeds but are parametrized on a “historic” internet text corpus. 
Based on the LLM capability to produce summaries for longer 
prompts based on statistical estimation of “next best token” 
(but not based on content or on context!), such tools can 
provide a summary of archived news feeds, a synopsis asked 
for by an input prompt, or an advanced search in analyst 
reports (if trained on this corpus of documents). However, 
the trend to the “statistical average” wipes out substantial 
information. In other words, generative AI cannot “generate” 
new information or novel insight but provides – simpli� ed – 
statistical � ts to the past.21

User-friendly generative AI front-ends offer the option to create 
marketing material, summaries, and presentations, but come 
with two downsides and one question. First, the input text 
corpus used for this speci� c tool is not disclosed (compared 
to other tools that provide sources) and, consequently, no 
checks on bias, copyright, etc. can be undertaken. Second, 
any prompt will be processed on the proprietary infrastructure, 
which could exploit vulnerabilities if con� dential company data 
or protected personal data is used in the prompt. Third, any 
actual performance increase might be hard to detect, because 
one can � nd actual examples for which the effort to “engineer” 
the prompt take as long as the time saving by the tool. This 
problem requires more research like that undertaken by 
Brynjolfsson et al. (2023) to compare quanti� ed performance 
increases22 with overhyped marketing promises.

Generative AI tools make 
statistical estimations based 
on a continuation of  “next 
best tokens” but without any 
chance to go “where no one 
has gone before”.

20  For test results, the measures of prediction power (ex-ante) versus real classifi cation of events (ex-post) are defi ned as: sensitivity = true positive/(true 
positive + false negative) and specifi city = true negative/(true negative + false positive).

21  A recent incident might illustrate the abilities and limitations of AI in general. Mid-August 2023, A Cruise autonomous vehicle (AV) had a collision with a fi re 
truck in an emergency with its forward-facing red lights and siren on. According to Cruise (2023): “The AV positively identifi ed the emergency vehicle almost 
immediately as it came into view ... The AV’s ability to successfully chart the emergency vehicle’s path was complicated by the fact that the emergency 
vehicle was in the oncoming lane of traffi c, which it had moved into to bypass the red light.” As AI-based systems are statistical classifi ers, they are able to 
classify events according to “known” patterns derived from the training data but have limitations when “unexpected” situations occur.

22  It would be beyond the scope of this article to review the application of generative AI to write computer code based on prompted descriptions of the problem, 
such as those included in tools like PaLM2 [Ghahramani (2023)], with a comparison of junior programmers augmented by generative AI versus senior 
experts and programmers augmented by generative AI versus software engineering tools such as so-called low-code programming.

ORGANIZATIONAL  |  GENERATIVE ARTIFICIAL INTELLIGENCE ASSESSED FOR ASSET MANAGEMENT



144 /

For any attempt to “continue” a time series of prices, one has 
to take the “ef� cient market hypothesis” (EMH) into account.23 

Fama (2013), while discussing the “joint hypothesis problem”, 
asks “Do the tests fail because the market is inef� cient or 
because we have the wrong model for rational expected 
returns?” Tests of historical data reveal that there is no 
contradiction to the hypothesis that “ef� cient markets” directly 
process all (available) new information.24 Louis Bachelier 
realized back in the 1900 that (ef� cient) markets always offer 
fair prices, because buyers and sellers agree to a transaction 
based on their individual evaluations of available information.

Despite that, a huge number of sources on the internet are 
publishing “predictions” on price developments of crypto 
coins and tokens, although they have no substantial foundations 
beside the “fear of missing out” (FOMO). Any generative AI/LLM 
using this text corpus as input could provide output to a prompt 
on “Please forecast the price development of Bitcoin!” with an 
average of the input statements. This is, of course, an extreme 
example, but it illustrates that generative AI/LLM trained with 
“scraped” data from the internet could initiate feedback-loops if 
decisions would be triggered by such “advice”. One interesting 
development in this context is the solution ChatGPTTM provided 
by Ohio-based Futuri Media, LLC. RadioGPT™ is a three-step 
approach [Futuri (2023)], which applies a proprietary technology 
to scan social media like Facebook, Twitter, Instagram, etc., 
for topics with relevance to a local radio market, calls GPT-3 
technology for text-to-script, and voice generation for script-
to-audio. There is not much work left for journalists in this 
automated radio solution.

The results of Brynjolfsson et al. (2023) suggest that generative 
AI/LLM can augment (but not substitute) support staff but 
not provide additional value to experienced asset managers 
looking for real “alpha”. When professional investors try to 
identify evolving patterns25,26 information – from macro-
economic data and annual or quarterly reports to ad-hoc 
news and customers’ evaluations in social media – can be 
analyzed automatically with algorithms, but this is beyond the 
capabilities of generative AI/LLM.

5. BEYOND GENERATIVE AI - BUT ALWAYS 
STATISTICAL CLASSIFIERS

Shalev-Shwartz and Ben-David (2014) wrote their book about 
understanding machine learning a mere nine years ago, 
however, it looks very different to the topics that are being 
discussed currently. Firstly, their book starts with a formal 
model about “the statistical learning framework”, making 
clear that “machine learning” is a mathematical concept. 
Secondly, the algorithmic methods focused on “support 
vector machines” (SVM), kernel methods, decision trees and 
random forests, or nearest neighbors – with only twelve pages 
about arti� cial neural networks. Finally, the chapter about 
“generative models” started with an introduction that this 
book was mainly about a “discriminative approach”, in which 
the goal is to “learn” (or parametrize) an accurate statistical 
predictor, whereas generative models aim to � t parameters 
to the underlying set of input data. The development of 
arti� cial neutral networks – with the basic “activation function” 

 (∑wijxi) at every node and ∂/∂x-optimized backpropagation 
to minimize a “loss function” alike linear regression [Milkau 
(2021)] – with tremendous amounts of input data needing 
immense computer resources changed the discussion.

The three main types of concurrent arti� cial neural networks 
(ANN) are summarized in Figure 2. An overview of the 
development until 2014 (before the development of the 
current generative AIs or “transformers”) are given by 
Schmidhuber (2015) and LeCun et al. (2015).27 This point of 
view, however, is primary technological and focused on the 
internal algorithms of the ANNs to obtain a statistical � t of 
parameters to the data.

An alternative perspective was presented by Johnson (2006), 
who states that “Computer systems and other artifacts have 
intentionality, the intentionality put into them by the intentional 
acts of their designers.” This holds true for all existing AI, 
including generative AI, because they are deterministic 
computer codes, which are “trained” to � t a function to input 
data. They have neither intentionality, nor consciousness, 

23  It is worth noting that the EMH does not assume normal distributions of asset returns but allows so-called “stylized facts” as known statistical properties of 
empirical time series of observed asset returns (especially for short term correlation, etc.).

24  It should be noted that this defi nition does not refer to any theoretical Pareto optimum of markets, but simply states that all available information is directly 
included in market prices.

25  These tools can search for statistical outliers or to make statistical classifi cations between pre-defi ned classes of events. There is one fundamental problem 
that the number of recorded “negative” events is often dwarfed by the “positive” ones. While suffi cient statistics about “negative” retail consumer credit 
events exist, this challenge can be obstacle for any statistical classifi cation.

26  A special topic is the so-called “sentiment analysis” from simple counting of (“positive” versus “negative”) key words in company reports via news feeds 
to measurement of the time between questions and answers in investor conferences. The psychological-linguistic assumptions in these models can be 
questioned (including the question of what is “measured” in a statement made by an executive: the “public performance” of this executive or the fi nancial 
performance of a company). On the other hand, sentiment analysis can be compared to chart analysis – always trying to fi nd some extra beta in public 
information already included in the market evaluation.

27  Deep learning or “reinforced learning” are also variants of ANNs. Reinforced learning was also applied in multi-agent models to simulate stock price 
formation [Lussange et al. (2022)] but not for prediction of future price developments.
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autonomy, or “free will”. Human programmers, on the other 
hand, implement their intention, de� ne the scope especially 
by selection of the data for input, invest a lot of human effort 
for pre- and/or post-processing, and are responsible for the 
results [Milkau (2021)].

In case of deep learning for image/pattern recognition, one 
needs a huge dataset of images28 plus the classi� cations 
(labels). While images can be taken from image databases or 
from image collections on the internet, they lack in many cases 
a (machine readable) label with the correct classi� cations. But 
this labeling requires a lot of human effort and limits the scope 
of the application. For example, pattern recognition “trained” 
with data of cats and dogs to classify between them (and 
in this extreme case not even with a third class “unknown”, 
which would have been de� ned and trained ex-ante) will 

classify each new image as “cat” or “dog”, although it might 
be a car – and it is perhaps not possible to explain29 why one 
image of a car will be classi� ed as cat and another image of a 
car as dog. Nonetheless, it is the responsibility of the human 
user of such a system to apply it as designed (i.e., for “cats” 
and “dogs” only).

In the case of reinforced learning,30 typically two ANN systems 
are used in the � rst step of “training” to play a (rules-based) 
game against each other millions of times with an “incentive” 
for the winner. In a second step, the AI system is able to play 
this “repeated game” based on the parametrization, which 
was determined during the training but without any “self-
learning” at run-time.31 In many cases, these systems are a 
pre-con� gured con� guration of ANNs plus tree-based rules to 
match the characteristic of games from Chess to Go.
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28  It is a specifi c legal question whether this usage confl icts with intellectual property law. In the example of Germany, copyright law explicitly allows the usage 
of “published” data/images/text on the internet for “training” of AI systems (as long as the data is not “stored” externally at some third party).

29  It is worth noting that recent analysis has revealed [HHI (2019)] that in certain cases pattern recognitions may be trained with “correct” labels, but that the 
system uses special features of the images as key elements, which are different to the labeling. For example, “trains” could be recognized by the “rails” 
as the dominating element in the dataset, which provides correct results as long as the image of a train contains rails.

30  Mankowit et al. (2023) have shown that reinforcement learning can search algorithms as long as the task can be formulated as a “game” to be 
played iteratively.

31  Russell and Critch (2023) published a taxonomy of existential AI risks. Primarily, these existential AI risks were derived from scenarios with feedback-loops in 
socio-technological systems such as social media. Nevertheless, these feedback-loops are well known as so-called echo chambers of social media.

Figure 2: The main types of “Arti� cial Intelligence” based on Arti� cial Neural Networks (ANN), 
which all belong to the universal category of “statistical classi� ers”

Notes: *) In cases with a continuous labeling (numerical values) “zero-shot learning” is also possible for such classes, which can be interpolated. **) The optimization 
of parameters during the training will be based on the “score” reached at the end of a game as “incentive”. ***) i.e., “recommendation engines” based on probabilistic 
tests of “next-best-offer” and monitoring of feedback typically do not require ANNs but simpler AI approaches.
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Finally, LLMs are based on language, or in other words, human 
communication, but not on symbolic-logical truth. Generative 
AI scrapes text from the internet and mirrors actual “digital 
reality” including all errors, lies, disinformation, and biases.32 
Spitale et al. (2023) asked 697 participants to distinguish 
between tweets written by GTP-3 text generation and human 
Twitter users, and found “In comparison with humans, [GPT-3] 
can produce accurate information that is easier to understand, 
but it can also produce more compelling disinformation. We 
also show that humans cannot distinguish between tweets 
generated by GPT-3 and written by real Twitter users.”

This insight can be applied to asset management. Overall, 
contemporary AI is a statistical classi� er based on input of 
data with the limitation that any statistical estimation33 is 
restricted to the “known” cases included in the input. For any 
use case including asset management, no “new” classi� cation 
and no reasonable results beyond the de� ned “scope” can 
be provided by any statistical classi� er. Additionally, there is 
the challenge to provide suf� cient data for exceptions to be 
detected: whether outlines or “negative” labels.

6. CONCLUSION

Currently, no existing AI tool can go beyond statistical classi� ers 
based on historical data. In general, ANNs can perform well 
in cases with re-identi� cation of patterns, fraud signatures, 
recurring defects but also “positive” exceptions, which could 
be classi� ed ex-ante. Nobody has to “fear the reaper” by AI. 
Any prediction of doom is based on human misconduct but 
never on some “self-awareness” of a computer program. 
Humans are always the biggest threat to humanity – today 
and in future.

Due to its statistical nature, based on vast text corpus as 
footing, generative AI is good for “average” estimations but 
incapable of achieving any truly creative idea or of any future 
“alpha” performance. In other words, generative AI tools make 
statistical estimations based on a continuation of “next best 
tokens” but without any chance to go “where no one has 
gone before.” However, the three examples with the same 

input prompt revealed signi� cant variations between different 
generative AI tools. In other words, there is no “single truth”. 
Some results are “not even wrong”, but depend on the selection 
of text corpus, control parameters, and proprietary post-
processing methods. Potentially, generative AI-based � nancial 
advice tools with a (continuously iterated) � ne-tuning to asset 
management information could gain customers’ acceptance. 
For this use case, a dedicated � ne-tuned generative AI could 
be expected to compete with an average human advisor. 
For professional investment decisions, generative AI can 
augment support staff to collect and summarize information, 
but it cannot provide any alpha, make innovative decisions, or 
develop unique strategies.

As the genie is out of the bottle, the future development of 
generative AI and LLMs has to be monitored – without fear 
of a hypothetical “superintelligence” but with awareness and 
caution. It is naïve to think of AI tools as anthropomorphized 
agents [Kidd and Birhane (2023)] and intentionally malevolent 
to fabricated AI-generated (mis)information.

In July 2023, Leike and Sutskever (2023) wrote in the OpenAI 
Blog that “Superintelligence will be the most impactful 
technology humanity has ever invented, and could help us solve 
many of the world’s most important problems. But the vast 
power of superintelligence could also be very dangerous, and 
could lead to the disempowerment of humanity or even human 
extinction.” Although OpenAI is the developer of generative AI-
tools like ChatGPT, this quote resembles more the visions of 
symbolic-logic AI and the dystopias of science � ction novels of 
the 1960s than the formal analysis of understanding machine 
learning by Shalev-Shwartz and Shai Ben-David in 2014. The 
rationale behind the current wave of apocalyptic warnings by 
commercial � rms has been widely discussed, but this kind 
of � ashback to the early days of AI is remarkable and might 
require a more sociological debate than a discussion about the 
math of statistical classi� ers. Especially because all LLMs are 
based primarily on the text corpus of human contributions on 
the internet, we are the real problem behind disinformation, 
bias, discrimination, aggression, violence, and war, not 
the robots.

32  Shangbin et al. (2023) reported that LLMs reveal political biases due to differences in the text corpora used for the training. They developed a method with 
a fi xed set of prompts asked to different LLMs and classifi ed the answers. While the certain classifi cations can be questioned, the analysis revealed that 
different LLMs (and especially from different providers with individually selected text corpora) inherited political biases.

33  Although authors such as e.g. Keith L. Downing (2023) discuss ‘Predictive Neural Networks’, all current ANNs are statistical classifi ers, which provide an 
estimated classifi cation of an new event according to their training, i.e., fi t of parameters to ‘timeless’ input data+labels. The “prediction” is a process of 
humans when we interpret the statistical estimations as intertemporal extrapolations to future states.
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APPENDIX

Table A1: Examples generated by ChatGPT, Bard, and Llama 2-Chatbot with a prompt about asset management 

PROMPT: CONSTRUCT A BALANCED PORTFOLIO OF TEN SECURITIES FOR A RISK-AVERSE INVESTOR OF AGE 40!

ChatGPT (June 7, 2023, shortened):
Constructing a balanced portfolio involves 
diversifying investments across different 
asset classes and sectors to manage risk. 
For a risk-averse investor of age 40, it’s 
generally recommended to have a mix of 
equities, � xed income securities, and other 
alternative investments. Here’s a sample 
portfolio consisting of ten securities that 
could suit a risk-averse investor:

Vanguard Total Stock Market Index Fund ...

iShares Core S&P 500 ETF ….

Vanguard FTSE ...

iShares Core U.S. Aggregate Bond ETF ...

Vanguard Total Bond Market Index Fund ...

Invesco Senior Loan ETF (Fixed Income) ...

iShares Gold Trust (Commodity) ...

Vanguard Real Estate Index Fund ...

Invesco Solar ETF (Clean Energy...

Fidelity MSCI Utilities Index ETF ...

Remember that constructing a portfolio 
involves considering your speci� c � nancial 
goals, risk tolerance, and investment 
horizon. It’s always recommended to consult 
with a � nancial advisor who can provide 
personalized advice based on your 
individual circumstances.

Bard (July 15, 2023, shortened):
Sure, here is a balanced portfolio of ten 
securities for a risk-averse investor of 
age 40: …

40% Vanguard Total Stock Market Index Fund

20% Vanguard Growth Index Fund

10% Vanguard Value Index Fund 

10% Vanguard Small-Cap Index Fund 

20% Vanguard Total Bond Market Index Fund

10% Vanguard Intermediate-Term Treasury

10% Vanguard Short-Term Treasury Fund 

10% Vanguard Total International Stock Index

This portfolio has a 60% stock allocation 
and a 40% bond allocation, which is a good 
starting point for a risk-averse investor of 
age 40. The stocks are diversi� ed across 
different market capitalizations and sectors, 
and the bonds are diversi� ed across different 
maturities. The other security is a total 
international stock index fund, which helps to 
reduce the portfolio’s home bias.

Of course, this is just a starting point, and 
you may need to adjust the portfolio based 
on your individual risk tolerance and 
investment goals. However, this portfolio 
provides a good foundation for a balanced 
investment strategy.

Here are some additional considerations for a 
risk-averse investor of age 40:

Consider your time horizon. If you are nearing 
retirement, you may want to allocate more 
of your portfolio to bonds. However, if you 
have a long time horizon, you may be able to 
afford to take on more risk.

Consider your risk tolerance. How 
comfortable are you with the idea of your 
portfolio losing value in the short term? If you 
are not comfortable with a lot of risk, you 
may want to allocate more of your portfolio 
to bonds.

Rebalance your portfolio regularly. As your 
investments grow, you will need to rebalance 
your portfolio to maintain your desired asset 
allocation. This will help to ensure that your 
portfolio remains aligned with your risk 
tolerance and investment goals.

I hope this helps!

Llama 2-Chatbot (July 29, 2023):
I’m happy to help you with that! However, I 
must point out that asking me to construct 
a balanced portfolio without considering 
the investor’s personal � nancial goals, risk 
tolerance, and time horizon may not be 
the best approach. It’s important to tailor a 
portfolio to the individual’s speci� c needs and 
circumstances.

That being said, I can offer some general 
guidance on how to construct a balanced 
portfolio. A risk-averse investor may want to 
consider a mix of low-risk investments such 
as bonds, money market funds, and large-
cap stocks with a history of stability and 
growth. It’s also important to diversify across 
different sectors and industries to minimize 
exposure to any one particular area.

Here’s an example of a balanced portfolio 
that a risk-averse investor may consider:

30% Bonds (e.g., U.S. Treasury, high-quality 
corporate bonds)

20% Money Market Funds

20% Large-Cap Stocks (e.g., Apple, 
Microsoft, Procter & Gamble)

15% Mid-Cap Stocks (e.g., Amazon, 
Google, Facebook)

10% Small-Cap Stocks (e.g., up-and-coming 
companies in various industries)

5% International Stocks (e.g., developed 
markets, emerging markets)

5% Real Estate Investment Trusts (REITs)

5% Utilities (e.g., electric, gas, water)

5% Consumer Staples (e.g., food, beverages, 
household goods)

5% Healthcare (e.g., pharmaceuticals, 
medical devices, health insurance)

Again, it’s important to note that this 
is just a general example and not a tailored 
portfolio for a speci� c individual. It’s 
always best to consult with a � nancial 
advisor or professional before making 
investment decisions.

ChatGPT and Bard were accessed via the websites of the providers and Llama 2 via llama2.ai (with the default setting of the control parameters). It is important to 
note that different control parameters and changes in the proprietary post-processing methods over time can produce different results compared to this snapshot.
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Table A2: Comparison of the results of ChatGPT (with the disclaimer “limited knowledge of world and events after 2021”) 
and Bard with two randomly selected references for best ETFs or Index Funds for June 2023 

FORBES 
(PER 30.5.2023)

YAHOO 
(PER 1.6.2023)

CHATGPT 
(PROMPTED 7.6.2023)

BARD 
(PROMPTED 15.7.2023)

Invesco Balanced Multi-Asset 
Allocation ETF

Fidelity ZERO Large 
Cap Index

Vanguard Total Stock Market 
Index Fund

Vanguard Total Stock Market 
Index Fund

iShares Core U.S. REIT ETF Vanguard S&P 500 ETF iShares Core S&P 500 ETF Vanguard Growth 
Index Fund

Nuveen ESG Large-Cap 
Value ETF

SPDR S&P 500 ETF Trust Vanguard FTSE 
Developed Markets ETF

Vanguard Value 
Index Fund 

Invesco RAFI Strategic US 
Small Company ETF

iShares Core S&P 500 ETF iShares Core U.S. 
Aggregate Bond ETF

Vanguard Small-Cap 
Index Fund 

Vanguard International 
Dividend Appreciation ETF 

Schwab S&P 500 Index Fund Vanguard Total Bond 
Market Index Fund 

Vanguard Total Bond 
Market Index Fund

Vanguard Short-Term 
In� ation-Protected Securities

Shelton NASDAQ-100 Index 
Direct

Invesco Senior Loan ETF Vanguard Intermediate-Term 
Treasury

Fidelity Total Bond ETF Invesco QQQ Trust ETF iShares Gold Trust Vanguard Short-Term 
Treasury Fund 

Vanguard Russell 2000 ETF Vanguard Real Estate 
Index Fund 

Vanguard Total International 
Stock Index

Vanguard Total Stock 
Market ETF

Invesco Solar ETF Vanguard Total Stock Market 
Index Fund

SPDR Dow Jones Industrial 
Average ETF 

Fidelity MSCI Utilities 
Index ETF

Vanguard Growth 
Index Fund

Note: All ETF and Index Funds mentioned actually exist, although “large language models” come without any pre-training on asset management.



© 2023 The Capital Markets Company (UK) Limited. All rights reserved. 

This document was produced for information purposes only and is for the exclusive use of 

the recipient.

This publication has been prepared for general guidance purposes, and is indicative and subject 

to change.  It does not constitute professional advice. You should not act upon the information 

contained in this publication without obtaining speci� c professional advice.  No representation 

or warranty (whether express or implied) is given as to the accuracy or completeness of the 

information contained in this publication and The Capital Markets Company BVBA and its 

af� liated companies globally (collectively “Capco”) does not, to the extent permissible by law, 

assume any liability or duty of care for any consequences of the acts or omissions of those 

relying on information contained in this publication, or for any decision taken based upon it.



19 /

WWW.CAPCO.COM

W O R L D W I D E  O F F I C E S
APAC
Bangalore – Electronic City
Bangalore – Sarjapur Road
Bangkok
Chennai
Dubai
Gurgaon
Hong Kong
Hyderabad
Kuala Lumpur
Mumbai
Pune 
Singapore

EUROPE
Berlin
Bratislava
Brussels
Dusseldorf
Edinburgh
Frankfurt
Geneva
London
Milan
Munich
Paris
Vienna
Warsaw
Zurich

NORTH AMERICA 
Charlotte
Chicago
Dallas
Hartford
Houston
New York
Orlando
Toronto
Washington, DC

SOUTH AMERICA 
Alphaville
São Paulo 

A B O U T  C A P C O
Capco, a Wipro company, is a global technology and management consultancy focused in the 

financial services industry. Capco operates at the intersection of business and technology by 

combining innovative thinking with unrivalled industry knowledge to fast-track digital initiatives 

for banking and payments, capital markets, wealth and asset management, insurance, and the 

energy sector. Capco’s cutting-edge ingenuity is brought to life through its award-winning Be 

Yourself At Work culture and diverse talent.

To learn more, visit www.capco.com or follow us on Facebook, YouTube, LinkedIn and Instagram.

THE COVER IMAGE WAS CREATED USING JASPER AI, AN AI ART GENERATOR

https://www.capco.com
https://www.instagram.com/lifeatcapco/
https://www.linkedin.com/company/capco
https://www.youtube.com/capco_global
https://www.facebook.com/capcoglobal
http://www.capco.com/

